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How edge computing will augment the cloud & unlock real-time, big data applications 
As more devices generate more data from more locations, computing is facing a speed-versus-scale challenge. The 
public cloud remains unrivaled in its compute and storage resources, but getting data there and back takes time, and 
ultimately is limited by the speed of light and the size of internet “pipes.” In cases where big data will be used to drive 
real-time decision-making, we see an opportunity for “edge computing” to become a key enabler and extension of 
the public cloud by putting compute and storage resources closer to the device or source of data generation. Edge 
computing could unlock a $40bn incremental market ($100bn in the bull scenario), including a range of new 
applications that can better direct operations—from “when to brake” for a self-driving truck to “when to change 
course” for an oil drill working miles underground. 
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PM summary 

Why is the edge important? 
While the overarching theme in software will continue to be the centralization of 
compute (i.e. the moving of workloads from on-premises to public cloud), we believe 
that computing at the edge will play an increasingly important role, augmenting the 
capabilities of public cloud and bringing resources closer to the source of data 
generation. In edge computing, data is processed, analyzed, and acted upon at (or close 
to) the source of data generation, as opposed to raw data being sent directly to a public 
or private cloud to be acted upon. To accomplish this, edge computing adds the core 
building blocks of public cloud – including compute, networking, and storage – closer to 
the origin of the data, allowing insights to be generated and executed in real-time. In 
contrast with centrally-located traditional and purpose-built on-premise data centers or 
private clouds, edge servers can be placed far from centralized computing cores – in (or 
around) factories, airplanes, cars, oil rigs, or in conjunction with cell phone towers. In an 
edge + cloud world, processing is therefore divided between the edge and the cloud, 
and fundamentally, our view is that edge computing is complementary to (and not a 
substitute for) the public cloud – moving all compute to the edge would result in 
distributed and unmanageable clusters of chaos and forgo the scale benefits of public 
cloud. 

Although public cloud has effectively limitless resources, edge computing has several 
advantages that cannot be effectively matched by the public cloud. For instance, latency 
(distance to the public cloud) and bandwidth (size of the pipe connected to the public 
cloud) remain issues in many instances. For use cases where reaction time is critical to 
the success of the overall system, the latency inherent with a round trip to the cloud via 
a hub-and-spoke model may not be acceptable. Latency can be influenced by a plethora 
of uncontrollable factors, including the network connectivity of the location, the network 
provider, other network traffic, as well as the specific region, availability zone, and data 
center that the user connects to. Additionally, the speed of compute and data 
processing has far outclassed network bandwidth. Truly big data use cases will also 
create massive data generation, orders of magnitude above what could be transmitted 
back to the public cloud; in fact, these big data use cases will generate sufficient data 
that simply storing it, even with the resources of the public cloud (assuming that the 
data can be transmitted there), will be challenging; edge computing will enable the data 
to be processed immediately, and only relevant data needs to be sent back to the public 
cloud to be stored and further reasoned upon. Dependence on public cloud for all data 
processing and analytics may not be suitable for many use cases, particularly those that 
feature low or intermittent network connectivity, and we believe that even 5G may not 
be adequate bandwidth for many use cases. Finally, processing the data on the device 
or at edge, versus uploading raw data to the public cloud, can yield superior results for 
security and privacy, as there are inherent risks in transmission. 
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How big is this market?  
In this report, we evaluate the potential incremental infrastructure software spend that 
could be attributed to an increase in edge servers, driven by the need to perform 
processing closer to the source of data generation. With 2.72bn IoT endpoints (i.e. the 
connected “things” themselves) shipments in 2021, we estimate that in the most 
conservative scenario, the incremental annual value (i.e. license, maintenance, and 
subscription revenue) would be $14bn for virtualization and $7bn for server operating 
systems; in the most aggressive scenario, the incremental annual spend would be 
$69bn for virtualization and $34bn for server operating systems. We note, however, that 
these estimates likely skew conservative, as it does not account for other infrastructure 
software like NoSQL databases, which could potentially be a lightweight option for edge 
computing; nor does it account for analytics and application software, which will depend 
heavily on the types of use cases leveraged for edge computing resources. We also 
believe that container adoption could serve as a multiplier for spending, as Red Hat has 
commented that OpenShift is “almost 20x the price of RHEL on the same two-socket 
server.” Finally, we highlight that these forecasts do not include any hardware or 
incremental storage capacity, just to name a few, that would also be directly impacted 
by the build out of edge networks. 

“Killer apps” enabled by the edge 
Based on the unique advantages of edge servers relative to public cloud and small IoT 
endpoints, we believe that edge computing enables a broad spectrum of use cases that 
leverages edge servers’ ability to perform advanced computational tasks at the source 
of data generation. We believe use cases like autonomous cars/trucks, digital oilfields, 
and video analytics have the ability to revolutionize business processes; however, we 
believe that until infrastructure to enable inference at the edge is in place, these markets 
will fall short of their full potential. We highlight some potential edge computing use 
cases below; we note that these use cases are not an exhaustive list: 

Autonomous cars & trucks: Real-time processing via an onboard edge server is critical 
to the safe operation of an autonomous vehicle, for both the passengers as well as the 
general public; an autonomous vehicle cannot afford the latency required to access the 
public cloud, as any delays in reaction speed could be potentially catastrophic. For this 
use case, analyzing the data in real-time – a task that can only be accomplished by an 
edge server – is critical to maintaining the vehicle’s safety, efficiency, and performance. 

AR/VR: Augmented and virtual reality use cases require large amounts of processing 
power; however, users are heavily sensitive to latency, precluding AR/VR from 
leveraging public cloud given the networking capabilities available today. While we would 
expect PCs remain the primary mode of compute for the time being, we could see use 
cases develop for the use of edge servers if this latency can be improved over time (i.e. 
through 5G), particularly where device-level compute is too difficult to achieve in a form 
factor that meets the needs of the user. 

Digital oilfields: Edge computing is slated to play an increasingly vital role in oil and gas 
exploration, given the remote locations in which the industry operates. For instance, 
using real-time processing can help to maximize drills’ output while minimizing energy 
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consumption by analyzing drill data in real-time to make instant decisions about the 
drill’s next best course of action. 

IoT enterprises: As increasing amounts of compute, storage, and analytics capabilities 
are integrated into ever-smaller devices, we expect IoT devices to continue to 
proliferate, and as noted previously, Gartner expects IoT endpoints to grow at a 33% 
CAGR through 2021. In cases where reaction time is the raison d’être of the IoT system, 
the latency associated with sending data to the cloud for processing would eliminate 
the value of the system, necessitating processing at the edge; public cloud could still be 
leveraged where processing is less time sensitive or in instances where the scale and 
sophistication of public cloud need to be brought to bear. 

Public safety (Amber Alerts): Video analytics is an example where bandwidth 
limitations, long latency, and privacy concerns converge to favor edge computing over 
leveraging public cloud. For instance, locating a lost child in a city is one potential 
real-world application of video analytics where public cloud limitations would prevent 
successful deployment. With an edge computing paradigm, the request to locate the 
missing child can instead be pushed out to all of the relevant devices: each camera 
would perform the search independently using nearby compute resources. If, and only 
if, the camera registers a positive match would it then upload data to the cloud: by 
distributing the analytics to the small-but-numerous devices in the edge (where the data 
resides), tasks can be quickly and efficiently processed. 

One technical analogy often cited for public cloud is its similarity to a utility. Prior to the 
1880s and the advent of central power plants, electricity was typically generated on-site 
and therefore limited to factories, hotels, and wealthy residences. These generators 
were typically located in the basement, or in close proximity (e.g. a nearby river or 
waterfall). However, due to variety of reasons, including scale benefits (i.e. volatility in 
demand, R&D, purchasing), the ability to shift capital expenditure to operating expenses, 
and the ability to offload non-core operations, electricity generation quickly moved to 
centralized power plants, with consumers and businesses alike purchasing electricity as 
a service. 

We believe that cloud computing will follow a similar trajectory, with servers and 
computing platforms increasingly delivered as a service, due to the same benefits that 
existed for electricity to become delivered as a service: scale, capex -to-opex, and 
offloading non-core operations. As such, as public cloud becomes increasingly central to 
enterprises’ IT stacks, we believe the key components of servers (compute, networking, 
and storage) will increasingly resemble utilities like electricity and water, where 
resources are generated centrally, then delivered and consumed as needed by 
customers. 

We would caveat, however, that there are important core differences in the comparison 
of public cloud business models and utilities business models. Importantly, utilities are a 
natural monopoly, and as a result, it is functionally impossible for a company to churn off 
(as there are no competitors and going off the grid would be clearly infeasible). For 
public cloud, we would foresee at least three major competitors moving forward (AWS, 
Azure, and GCP), and while we continue to believe in the increasing stickiness of the 
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platforms, particularly as customers adopt PaaS features, it is clearly possible to migrate 
workloads from one platform to a competitor (and partners have noted that this indeed 
occasionally occurs). Additionally, utilities are guaranteed an ROE, and while they may 
over-earn or under-earn in certain years, they can generally apply to regulators to 
increase revenue in the event of under-earning. By contrast, public cloud services are 
determined by market-clearing rates, and we note that in some instances, services may, 
in fact, be priced below cost. As a result, we would expect the ROE of public cloud to 
continue to be more volatile than that of utilities’. 

For the major public cloud vendors, revenue derived from supplying these resources is 
therefore recurring and sticky. Enterprise applications (e.g. enterprise resource planning 
applications, customer relationship management systems, human resources 
management systems, specialized industry applications) and data are typically 
fundamental to the operation of the business; without this infrastructure, the business 
ceases to operate effectively. As a result, even in the face of economic headwinds, the 
spending impact on this core infrastructure will be relatively muted to other areas that 
may be more susceptible to spending reductions. In the traditional enterprise software 
perpetual license + maintenance model, customers could choose to churn off 
maintenance and still retain the usage of the software; this is not possible with 
subscription-type models (e.g. public cloud, SaaS), where the churning off the platform 
means that the customer is no longer entitled (legally, and typically technically as well) 
to use the software. 

In the utility analogy, we note that although centralized power generation is clearly the 
dominant form of electricity production today, electricity continues to be generated 
locally in many instances. For instance, every modern automobile has an alternator, 
used to generate electricity to power the car’s electronics and charge the car’s battery. 
Every airplane also has at least one alternator; the Boeing 787 has six generators – two 
per engine and two on the auxiliary power unit. Remote locations like oil rigs also 
require generators, as they are too geographically isolated to hook up to the electrical 
grid. Critical infrastructure like hospitals, government buildings, banks, and ironically, 
public cloud data centers, also typically have generators that can function as backup for 
the electrical grid in case of a failure. Even with all the benefits of large central power 
plants, there is clearly still a need for small-scale power generation; we believe this is 
analogous to the need for edge computing even with all the benefits of large public 
cloud data centers. 

Similarly, Microsoft CEO Satya Nadella has noted that as generation of data continues to 
increase exponentially, the “edge of the cloud,” or on-premise servers, will become 
increasingly important, as it will be impractical (or impossible due to latency) to shift  
petabytes of data generated from on-premise sensors to the cloud for analysis. 

Who else stands to benefit? 
In the near-term, we would expect that edge servers leverage very similar architectures 
as on-premise data centers today, to ensure maximum compatibility between the edge 
server and data center. We would also expect that containers play an increasing role in 
edge computing, given the necessity of wringing out every possible bit of performance 
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from a finite and constrained resource like an edge server, and with the rise of 
containers in edge computing, we believe that infrastructure agnostic container 
platforms would benefit.
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Shift to the cloud continues in earnest 
 
 

Key economic and technology drivers of public cloud remain intact 
We continue to believe that the moving of workloads to the public cloud remains 

the overarching secular trend in software. This thesis remains intact, as the public 
cloud continues to enjoy a multitude of advantages over on-premise data centers: 

Economies of scale (volatility): With public cloud, companies can “burst” n

workloads – or send workloads to the public cloud during times of peak utilization 
(essentially using the public cloud as excess spillover capacity). For these 
customers, bursting offers efficiencies, as they do not pay for excess capacity on an 
ongoing basis; they pay for the extra compute resources only when they are 
required. Because different industries may burst at different times (i.e. financial 
services firms may begin their batch processing after the close, while another 
industry may wait until the middle of the night), demand levels for a public cloud 
vendor are much less volatile than demand levels for a single company’s data center. 
As a result, public cloud vendors can service their base of customers with 
dramatically lower total capacity than if each customer were to build out their own 
infrastructure. 

Economies of scale (R&D): Because public cloud vendors have thousands of n

customers, they can afford to spend billions of dollars on research and development 
of new public cloud services 

Economies of scale (purchasing): One element of scale that the public cloud n

providers benefit from is the ability to purchase and deploy infrastructure at huge 
volumes 

Capex to opex: Public cloud allows companies to avoid large capital expenditures n

for data center buildouts and infrastructure refreshes. Instead, leveraging public 
cloud enables companies to shift their lumpy capex requirements to smoother 
operating expenses, paying for only what they use. 

Offload non-core operations: For most non-technology companies, building, n

running, and maintaining computing infrastructure is not within their core 
competency. In the same way that companies pay utilities for electricity, paying 
public cloud vendors for compute and storage enables companies to offload 
non-critical back-office functions to focus on the core business. 
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Exhibit 1: The shift to cloud continues in earnest 
Enterprise software spend ($ bn) 
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But computing is poised to shift back to a decentralized paradigm 
 
 

Historically, computing has oscillated between centralized and decentralized paradigms. 
From the 1950s through the 1970s, mainframes were the dominant form of computing 
(although we note that given the fault-tolerant and resiliency of mainframes coupled 
with the mission criticality of mainframe workloads, a long tail of mainframe usage 
persists through today, particularly in government and financial services). Given the high 
costs of mainframe systems, in addition to the size and weight of these systems, 
mainframe computing was a highly centralized model, supported and controlled by large 
central IT organizations and specialized IT personnel. Access to the mainframe was 
provided through “dumb” terminals – machines with no processing power, serving 
simply as interfaces to the mainframe. 

As technology progressed, however, components, and therefore computers, began to 
shrink in size. These smaller machines packed sufficient processing power to run 
business applications, and as a result, as PCs became increasingly prevalent, compute 
became decentralized, with compute resources primarily residing on PCs. Ultimately, 
these PCs evolved to be networked together, sharing files on communal systems that 
everyone could access (servers), ushering in the client-server era. Unlike mainframes, 
however, which have high utilization rates given their value, servers typically had lower 
utilization rates (5-10%); this inefficiency helped to drive the next era of computing. 

The early 2000s saw the rise of cloud computing, enabled by technologies like the 
internet, automation, and virtualization, which allowed for the separation of computing 
resources from physical hardware. With cloud, large pools of configurable resources 
(compute, storage, and networking) are consolidated together and able to be quickly 
provisioned, delivered (over the internet), and scaled. Consolidating these resources 
together with a single vendor allowed for enormous efficiencies in terms of hardware 
purchases and scale benefits (similar to utilities), as well as the research and 
development of new services and offerings, helping to democratize cutting-edge 
services like big data analytics, AI, and machine learning. As the cost, scalability, and 
superior feature sets of the public cloud began to resonate with enterprises, coupled 
with the proliferation of mobile devices, the connectivity of which enabled perpetual 
access to cloud resources, the rise of the cloud pushed the pendulum back towards a 
centralized model of computing. As we detail in this note, our view is that it is time for 
the pendulum to begin swinging back – towards (more) decentralized computing, in an 
edge-cloud world, as this will enable a new set of computing use cases like 
autonomous cars, IoT, and AR/VR. 
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With every paradigm shift and oscillation, the number of applications, devices, users, 
and therefore market size, have increased dramatically. For the mainframe era, the cost 
and physical size of mainframes placed constraints on the technology’s potential. IBM, a 
company that has been a part of mainframe computing from its beginning through 
today, estimates that there are approximately 10,000 mainframe “footprints” in the 
world; if we assume a thousand users per mainframe, that would imply a maximum of 
10mn users using mainframe resources. 

In the PC era, as the “unit of purchase” was shrunk to a manageable level, this led Bill 
Gates to famously declare Microsoft’s mission as “a computer on every desk and in 
every home.” Today, factoring in emerging markets, Forrester estimates that there are 
approximately two billion PCs in the world – not quite a PC for every person in the 
world, but nearly so. In the mobile and cloud era, the total addressable market for 
computing quickly became the number of humans on the planet. In addition to the 
world’s two billion PCs, the GSMA (the trade organization that represents mobile 
network operators worldwide) estimates that there are currently over five billion mobile 
phones subscribers globally, meaning that there is essentially one computing device (PC 
or phone) per human. 

In the same vein, with the shift to edge computing, coupled with the rise of 
autonomous driving, IoT, and AR/VR, as well as the explosion of data sources, we would 
expect that the number of applications, devices, users, and market size will rise rapidly. 
The number of computing devices is no longer tethered to human beings: even if every 
human has a computing device (or multiple), there can be trillions of additional 

 

Exhibit 2: Computing, which has historically oscillated between centralized and decentralized paradigms, is swinging back from 
centralized (public cloud) to decentralized (edge computing) 
Historical computing paradigms 

 
 

Source: Goldman Sachs Global Investment Research
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semi-autonomous devices, ranging from connected sensors to smart devices to 
industrial machinery. 

 

We note that some may view cloud computing and edge computing as competing 
paradigms, with cloud computing aggregating computing into highly centralized and 
hyperscalable resources and edge computing dispersing computing resources away 
from data centers. However, we believe that cloud computing and edge computing do 
not preclude one another: cloud computing is simply an archetype of computing where 
elastically scalable services are delivered via the internet, while edge computing is an 
implementation of this model, helping to deliver cloud services and features to the 
edge. As a result, our view is the cloud and the edge are highly complementary versus 
competing models of computing. Edge computing is not a replacement for cloud 
computing; rather, we believe it is the natural evolution of the public cloud – a step that 
allows the public cloud to permeate away from centralized data centers to interact more 
fluidly with devices at the edge of the network.  

 

Exhibit 3: Big data drives better outcomes 

 
 

Source: Goldman Sachs Global Investment Research
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Exhibit 4: Edge computing complements cloud computing by bringing cloud services to the edge 
Empowering devices at the edge 

 
 

Source: Goldman Sachs Global Investment Research
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What is edge computing?  
 
 

In edge computing, data is processed, analyzed, and acted upon at (or close to) the 
source of data generation, as opposed to raw data being sent directly to a public or 
private cloud to be acted upon. To accomplish this, edge computing adds the core 
building blocks of public cloud – including compute, networking, and storage – closer to 
the origin of the data, allowing insights to be generated and executed in real-time. In 
contrast with centrally-located traditional and purpose-built on-premise data centers or 
private clouds, edge servers can be placed far from centralized computing cores – in (or 
around) factories, airplanes, cars, oil rigs, or in conjunction with cell phone towers. For 
this report, we take a fairly broad definition of the edge, defining it as any server not in a 
public cloud data center. 

In an edge + cloud world, processing is therefore divided between the edge and the 
cloud, and fundamentally, our view is that edge computing is complementary to (and 
not a substitute for) the public cloud – moving all compute to the edge would result in 
distributed and unmanageable clusters of chaos and forgo the scale benefits of public 
cloud. 
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In this new paradigm, processing responsibilities would be allocated to the computing 
component best suited for the task. While the pubic cloud will continue to far outclass 
the edge in terms of raw compute and storage capabilities, which means that they will 
continue to be the ideal environment for big data analytics or data storage, edge servers 
have the advantage of being adjacent to the data and the source of data generation. As 
a result, edge computing minimizes latency by bringing pieces and capabilities of the 
public cloud closer to where data is generated, making it ideal for use cases that require 
real-time processing or where networking (i.e. connectivity to the public cloud) is 
limited. Edge servers can therefore serve as the junction between edge devices that 
have limited compute, storage, and battery and the public cloud, which has these 
resources in abundance but is too far away to address real-time needs. The edge server 
can sit near the device but mimic the capabilities of the public cloud, supporting local 
ingestion of the data coupled with real-time processing of the results. 

For instance, one potential use case would be machine learning, where the algorithms 
are initially trained and refined in the public cloud using massive data sets and vast 
compute resources, and once they are sufficiently accurate, the algorithms can be 

 

Exhibit 5: We envision the public cloud and edge working together 
Public cloud & edge server paradigm 

 
 

Source: Goldman Sachs Global Investment Research
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pushed out to the edge devices, which can then leverage the algorithm with real-time 
data. Subsequently, only the most valuable data (e.g. anomalies that can help to refine 
the model) is uploaded to the cloud, and as the model is refined, new iterations of the 
model are pushed to the device. With real-time processing offloaded to the edge, public 
cloud capacity can be allocated towards heavier tasks (i.e. analysis of large historical 
data sets). 

 

Edge servers are simultaneously an extension of public cloud and an emulation of the 
services provided by the public cloud running on hardware at the edge, in an edge + 
cloud computing paradigm; we believe that edge servers will need to be placed near 
connected devices to supplement public cloud capabilities, given that the inherent 
limitations of public cloud – requirement for connectivity, latency, bandwidth limitations, 
and security concerns – preclude a variety of use cases. Edge servers will effectively be 
micro data centers, including all required IT functionalities in data centers (e.g. 
uninterruptible power supply, servers, storage, networking, and cooling); in contrast to a 
traditional data center, however, these edge servers are self-contained and mobile, able 
to be easily moved and operated with a minimal amount of external inputs outside of 
power, networking, and airflow. We would expect edge servers to be virtualized devices 
with built-in compute, storage, and networking capabilities, with the ability to 
communicate with edge devices via single-hop wireless connections, including WiFi or 
Bluetooth, as well as with public cloud via a high-speed internet connection. 

CDNs 
Content-delivery networks (CDNs) are the natural precursors to edge computing. With 
CDNs, static content is cached and delivered from geographically distributed edge 
servers. By pre-positioning content at the edge – geographically closer to the end user – 
CDNs allow for faster and smoother delivery of content. We note, however, that primary 
purpose of a CDN is localized storage, as CDNs are typically not designed for localized 
compute. CDNs are physical networks comprised of geographically distributed servers, 
which accelerate the delivery of files, media, and webpages with the objective of 
improving the experience for the end-user. CDNs do this by ‘caching’ content obtained 

 

Exhibit 6: Public cloud and edge servers have different (and complementary) strengths 
Public cloud vs. edge servers 

 
 

Source: Goldman Sachs Global Investment Research
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at the origin, at the edge of the internet (often in data centers operated by last-mile 
internet service providers), which limits the distance that these packets of information 
must travel to reach the endpoint. Further, these networks dynamically assign resources 
based on congestion and operating conditions in order to optimize performance. 

The primary objective for CDNs have always been to reduce bandwidth requirements 
and latency; however, up to this point, this has generally been oriented towards storing 
static content at the edge, rather than providing localized compute resources. The next 
generation of content delivery networks however, could integrate processing capabilities 
into the existing nodes in order to bypass congestion and improve latency further by 
handling certain requests closer to the users it serves, creating a logical extension of 
the business model into edge computing. While we have yet to see a fully 
commercialized offering from the major CDN players such as Akamai and Fastly, we 
believe these companies could be among the early players in this market.
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Exhibit 7: Future CDNs could begin to incorporate compute capabilities 
Evolution of CDN models 

Source: Goldman Sachs Global Investment Research
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Edge computing demand drivers 

Over the past 18-24 months, we have seen interest and mentions of edge computing 
increase sharply. In terms of the number of Google searches for the term “edge 
computing,” as well as the number of edge computing academic papers being written 
on edge computing. In 2016, there were ~3x the number of papers on edge computing 
as there were in 2015, and in 2017, the number tripled again. 

On conference calls and at analyst days, we have also picked up increasing mentions of 
the rise of edge computing, as well as the growing realization of the importance of 
hybrid cloud even in a public cloud world. 

Exhibit 8: Interest in edge computing is taking off 
Google searches for “edge computing” and edge computing academic papers 
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“The mobile-first, cloud-first world evolving to this intelligent cloud and intelligent edge world we think is 
definitely what we’re going to be talking for years to come.” Satya Nadella, 2017 financial analyst day 

“I think of our servers as the edge of our cloud, and as I said there’s a huge software asset in there which 
is becoming increasingly competitive.” Satya Nadella, Microsoft F3Q15 conference call 

“Microsoft has bet on a strategy to build a hyper-scale public cloud as well as reinvent servers as the edge 
of our cloud.” Satya Nadella, Microsoft F1Q16 conference call 

“You need real-time command and control, data aggregation, alerting…having compute at the edge, close 
to the device.” Frank Leighton, Akamai F1Q18 conference call 
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Device resource limitations 
Almost by definition, edge devices whose main purpose is collection of video, audio, 
sensor, or text data have more limited hardware resources relative to full-fledged 
servers in a data center. As a result, the edge device is typically limited in the amount of 
processing by the on-board hardware; this includes battery/energy consumption, which 
may be effectively a limitless resource for data centers but is typically a finite (and one 
of the most precious) resource for edge devices. 

As a result, if complex analytics need to be performed, front-end devices, faced inherent 
processing and power limitations, may not be able to complete the task; edge servers, 
located near the edge device, would be perfectly positioned to run the analytics, given 
the constant availability of power (energy), as well as compute resources orders of 
magnitude above what the edge device is able to offer. Edge nodes would also be able 
to act as triage centers, quickly providing not only the results required to the edge 
device but also analyzing and filtering raw data, and only uploading relevant portions to 
the public cloud, where truly compute-intensive analytics, such as machine learning or 
AI, can reason over the data to refine the algorithm. 

Latency 
For use cases where reaction time is critical to the success of the overall system, the 
latency inherent with a round trip to the cloud via a hub-and-spoke model may not be 
acceptable. Latency can be influenced by a plethora of uncontrollable factors, including 

“We’d also emphasize that some of the new IoT and edge use cases tend to bring things back on-premise, 
where now customers sort of say, oh, I can’t round-trip to the cloud if I need this latency or have that 
amount of bandwidth as well. So we believe all of these indicate a very robust hybrid environment, where 
it’s going to be a combination of on-premise, as well as in the cloud private and public.” Pat Gelsinger, 

VMware F3Q18 conference call 

“In looking to the future, we see Edge computing as a significant adjacent opportunity.” Pat Gelsinger, 

VMware F2Q18 conference call 

“And it has an architecture where it runs partly on premise, and that’s one of the reasons it’s able to do 
everything that it can do from an integration layer. From Salesforce’s core platform, we’re still 100% public 
cloud. I don’t see that changing. There’s going to be little instances here and there, especially when we 
acquire a company like MuleSoft or maybe other things in the future…The idea that, look, we’re not 
attached to any kind of religious dogma around the cloud. We’re going to do what’s best for our customers 
and what’s best for our company. And in the case of MuleSoft, I think it very much reflects that vision, that 
idea, that we’re going to be able to deliver the best Integration Cloud.” Marc Benioff, Salesforce F1Q19 

conference call 

“The second trend that we’ve seen is around moving that inference – taking trained models and deploying 
them into connected devices to run them at the edge…you still want that intelligence to operate on the 
device, even if it’s disconnected from the cloud.” Matt Wood, GM Deep Learning and AI, Amazon Web 

Services, re:Invent 2017
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the network connectivity of the location, the network provider, other network traffic, as 
well as the specific region, availability zone, and data center that the user connects to. 

According to a white paper by Interxion, a provider of carrier and cloud-neutral 
colocation data center services, decreased latency has a direct, measurable impact on 
overall system performance. For instance, every 20ms of network latency results in a 
7-15% decrease in page load times, and for e-commerce, page load times are correlated
to web traffic and sales. A 500ms delay can cause a 20% drop in Google’s traffic, while
just a 100ms delay can cause a 1% drop in Amazon’s sales. Real-time video applications
(e.g. a visual guiding service on a wearable camera) typically demand a latency better
than 25-50ms, meaning that a round-trip to the public cloud, plus processing time, is
typically too long.

Although network latency continues to improve, physics dictates that further 
improvements will be asymptotic, tapering off as latency approaches theoretical 
maximums. In the exhibit below, we note that the maximum speed of light in fiber 
results in a 56ms round-trip time between New York and London – and this does not 
take into account real-world fiber performance, time for local network routing, and 
compute times. 

To take into account real-world latency times, network-monitoring company Cedexis 
(since acquired by Citrix) and Network World tested the latency of five major IaaS 
providers (Amazon Web Services, Microsoft Azure, Google Cloud, IBM SoftLayer, and 
Rackspace) across four regions of the United States. Within each region, the fastest 
IaaS providers generally had latencies of 60-70ms, with the lowest latency in the 
northwest, at AWS US West (63ms). 

Exhibit 9: Network connectivity speeds have hard limits based on the speed of light and geographical 
distances 
Theoretical “speed limits” of light in fiber 

Route Distance Time (light in 
vacuum)

Time (light in fiber with 
refractive index of 1.5)

Round-trip time 
(RTT) in fiber

New York to Washington DC 177 mi 1 ms 1 ms 3 ms 

New York to San Francisco 2,569 mi 14 ms 21 ms 41 ms 

New York to London 3,465 mi 19 ms 28 ms 56 ms 

New York to Sydney 9,946 mi 53 ms 80 ms 160 ms 

Equatorial circumference 24,901 mi 134 ms 201 ms 401 ms 

Source: Goldman Sachs Global Investment Research
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We note, however, that the 63ms latency (or 126ms round-trip) does not account for any 
computing or processing time. 

Network connectivity & reliability 
Dependence on public cloud for all data processing and analytics may not be suitable for 
many use cases, particularly those that feature low or intermittent network connectivity. 
For instance, physical obstructions (buildings, hills, forests), interference, or atmospheric 
conditions (bad weather) may result in poor connection, making it critical, for use cases 
like a connected car, for processing to be local and unaffected by network connectivity. 

Bandwidth & storage 
With the advent of public cloud, the speed of compute and data processing has far 
outclassed network bandwidth. With billions of devices generating 
hundreds-to-thousands of gigabytes of data every second, bandwidth (i.e. the ability to 
transmit the data to public cloud) and storage (i.e. the ability to retain the data in the 
public cloud) become impossible, as the sheer quantity of data produced will 
overwhelm even public cloud capabilities. By the time the data arrives, it will already be 
stale, and its value will have eroded dramatically. 

Former Intel CEO Brian Krzanich estimates that one average connected autonomous car 
will generate 4,000 gigabytes of data per hour; Microsoft CEO Satya Nadella’s estimate 
is similar – 6,000 gigabytes of data per hour. From a bandwidth perspective, even 5G 
networks, which are anticipated to become available in the near-future, are expected to 
have speeds of potentially 10 gigabits/second – which would equate to just 2,300 
gigabytes per hour at full capacity– less than half of what would be required to 

Exhibit 10: IaaS vendors have a minimum latency of 63ms 
Latency of five major IaaS providers across four regions of the United States 

66 67 67 
73 

78 

63 
69 71 

89 
92 

70 
73 

77 

100 
104 

77 77 
80 

83 

92 

0

20

40

60

80

100

120

So
ftL

ay
er

 W
as

hi
ng

to
n

A
zu

re
 U

S 
Ea

st

A
W

S 
U

S 
Ea

st

R
ac

ks
pa

ce
 O

R
D

G
oo

gl
e 

C
lo

ud
 U

S 
C

en
tr

al

A
W

S 
U

S 
W

es
t

So
ftL

ay
er

 S
an

 J
os

e

A
zu

re
 U

S 
W

es
t

G
oo

gl
e 

C
lo

ud
 U

S 
C

en
tr

al

R
ac

ks
pa

ce
 O

R
D

So
ftL

ay
er

 S
an

 J
os

e

A
zu

re
 U

S 
W

es
t

A
W

S 
U

S 
W

es
t

R
ac

ks
pa

ce
 D

FW

G
oo

gl
e 

C
lo

ud
 U

S 
C

en
tr

al

A
zu

re
 U

S 
Ea

st

R
ac

ks
pa

ce
 IA

D

A
W

S 
U

S 
Ea

st

So
ftL

ay
er

 W
as

hi
ng

to
n

G
oo

gl
e 

C
lo

ud
 U

S 
C

en
tr

al

Northeast Northwest Southwest Southeast

La
te

nc
y 

(m
s)

 

Source: Cedexis (Citrix), Network World

  22

Goldman Sachs Cloud Platforms Volume 5



continuously upload the autonomous car’s data. In these cases, the data clearly needs 
to be processed at the edge for timely insights and to alleviate network congestion. 

Truly big data use cases will also create massive data generation, orders of magnitude 
above what could be transmitted back to the public cloud; in fact, these big data use 
cases will generate sufficient data that simply storing it, even with the resources of the 
public cloud (assuming that the data can be transmitted there), will be challenging. 

As every electrical device from lightbulbs to jet engines becomes connected, billions of 
sensors will each be producing tremendous amounts of raw data. Pratt & Whitney’s 
newest Geared Turbo Fan (GTF) jet engines contain 5,000 sensors apiece (50x more 
sensors than their predecessors), with each engine generating 10 gigabytes of data 
every second (i.e. 36 terabytes of data an hour) of flight time; the GTF engine leverages 
AI in conjunction with this data to predict the demands of the engine to adjust thrust 
levels, and as a result, GTF engines have the potential to reduce fuel consumption by 
10-15%, while simultaneously decreasing engine noise and emissions. A 12-hour flight
in a twin-engined aircraft could therefore generate 864 terabytes of data, and Pratt &
Whitney have an order book of more than 7,000 engines. For context, in 2012, Facebook
revealed that its systems processed 500 terabytes of data per day.

Cisco estimates that a Boeing 787 aircraft could generate 40 terabytes of data every 
hour in flight, and mining operations (including status, performance, and condition data 
from sensors and devices in mining equipment and transport vehicles) generate 2.4 
terabytes of data in a minute. Even if networks had the capacity to transfer this amount 
of data, despite the seemingly endless capacity of the public cloud compared to the 
compute and storage needs of a single application, every piece of data that is stored in 
the public cloud still ultimately 1) requires hardware capacity and 2) represents a cost to 
the enterprise storing the data. By placing an edge server at the source of data 
collection (e.g. in the airplane), however, the edge server can quickly process the data 
(e.g. running the analytics and algorithms needed to increase fuel efficiency, decrease 

Exhibit 11: Even 5G bandwidth is inadequate to upload the vast quantities of data generated by IoT devices 
Data generation/capability 
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engine noise, and lower emissions), discard the vast majority of the data, and stream 
only the necessary portions of the data to the data center or public cloud (i.e. anomalies 
or engine maintenance requirements). One of the prime benefits of edge computing, 
therefore, is the ability to consume and process the data at the edge of the cloud, 
discard the data that does not need to be kept long-term. As a result, the vast majority 
of the data produced by edge devices will never be transmitted to public cloud, helping 
to ensure that the public cloud does not become a data landfill, indefinitely storing the 
plethora of data generated by IoT devices. 

Security & privacy 
Processing the data on the device or at edge, versus uploading raw data to the public 
cloud, yields superior results for security and privacy, as there are inherent risks in 
transmission. For instance, in use cases where video is captured by the edge device, if 
the edge device is capable of doing pre-processing (e.g. masking all the faces in the 
video), privacy concerns may be partially assuaged; if all of the processing happens in 
the device – the video never physically leaves the device and only the required, distilled 
data is passed to the public cloud – then privacy concerns could be dramatically 
alleviated. Regulatory issues, including data residency, could also potentially be 
addressed by leaving the data at the source of generation. 

Furthermore, we would note that edge computing would tend to disaggregate 
information, preventing the concentration of information relative to a cloud computing 
paradigm that simultaneously makes it an attractive target and makes breaches 
disastrous. Cloud security research on proper protection and encryption of fragmented 
data, coupled with decentralized overlay technologies could help ensure data security 
for regulated and sensitive data.
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Sizing the potential market opportunity for virtualization and server operating systems 

Our view is that edge computing is simply simultaneously an extension of public cloud and an emulation of the services 

provided by the public cloud running on hardware at the edge; as such, this market is difficult to size as it likely encapsulates 

both on-premise infrastructure software and public cloud spending. 

We therefore evaluate the potential incremental infrastructure software spend that could be attributed to an increase in edge 

servers, driven by the need to perform processing closer to the source of data generation. According to Gartner, IoT 

shipments (enterprise-only; excluding consumer) will grow at a 33% CAGR from 2016 through 2021, or from 645mn units to 

2.72bn units.
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Exhibit 17: IoT shipments are growing at a 33% CAGR through 2021 – we believe that edge servers will be required to manage them
Enterprise (ex-consumer) IoT shipments by year vertical/cross-industry use case
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With 2.72bn IoT endpoint (i.e. the connected “things” themselves) shipments in 2021, 
we conservatively assume that only 50% will be connected to an edge server – the 
remaining are either designed to function completely offline or they are connected 
directly to the public cloud, without ever connecting to an edge server. Furthermore, we 
conservatively do not assume any incremental software revenue from consumer 
products; we note that consumer automotive (consisting of automotive subsystems and 
connected cars), would likely require on-board compute and would thus be additive to 
this market size estimate. 

We then examine three different possibilities, where there are either 1,000, 500, or 200 
IoT endpoints connected to a single edge server. Given that AWS Greengrass Groups 
(software that allows AWS users to run local compute, including Lambda, as well as 
messaging, syncing, and machine learning) are designed to represent (for instance) a 
floor of a building, a single truck, or a home, we believe that 1,000 is likely the most that 
a single edge server, with a single physical core, could support; this is our most 
conservative case, as a high number of IoT endpoints per server implies a lower number 
of incremental edge servers required. On the other end of the spectrum, we assume 
that each edge server supports just 200 IoT endpoints; we note that AWS Greengrass 
Groups have a limit of 200 AWS IoT devices and 200 Lambda functions. 

For each edge server required, we assume that at a minimum, the edge server 
infrastructure software consists of 1) virtualization, and 2) a server operating system. 

We estimate that in the most conservative scenario (1,000 IoT endpoints per edge 
server), the incremental annual incremental spend would be $14bn for virtualization and 
$7bn for server operating systems; in the most aggressive scenario (200 IoT endpoints 
per edge server, or a lower density of IoT endpoints per edge server, equating to more 
servers required for the same number of IoT endpoints), the incremental annual license 
spend would be $69bn for virtualization and $34bn for server operating systems. This 
incremental spend would primarily be driven by use cases like energy, physical security, 
and building/facilities automation, and industries like retail, manufacturing, and utilities, 
as Gartner forecasts the highest number of IoT endpoints in these areas. 

We note, however, that these estimates likely skew conservative, as it does not account 
for other infrastructure software like NoSQL databases, which could potentially be a 
lightweight option for edge computing; nor does it account for analytics and application 
software, which will depend heavily on the types of use cases leveraged for edge 
computing resources. 

Edge computing vs. cloud computing performance 

As we have previously noted, we believe that cloud computing and edge computing are 
complementary, as opposed to competing, architectures. While cloud computing 
aggregates compute resources into highly centralized and scalable resources and edge 
computing disperses these resources, our view is that there is a need for both these 
modes, as computing will become increasingly pervasive. Edge computing helps to 
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deliver the public cloud’s elastically scalable services where the public cloud is either 
inaccessible or too distant.   

The public cloud, whether delivered by Amazon Web Services, Azure, or Google Cloud 
Platform, will continue to be densely packed with cutting edge servers, storage devices, 
and networking equipment. With elastic scaling, or the ability to horizontally add 
additional compute, storage, or networking resources as the need arises, the 
processing power of the public cloud will be essentially immeasurably more vast than a 
single edge server. As a result, the public cloud will continue to be uniquely suited to 
computationally intensive tasks, including storage, reasoning over large data sets (e.g. 
machine learning), and hosted applications. However, given the physical distance of the 
public cloud, it is suitable only for tasks that do not require latency of under 100-200 
milliseconds or excessive bandwidth (i.e. requires large datasets to be sent to the public 
cloud). For these types of use cases, including AR, transportation, and low-latency IoT, 
an edge server, located near the source of data, is more suitable. 

 

For a given task, the time to completion is a function of both 1) the processing power 
available (favoring the public cloud), and 2) the latency/bandwidth of the connection to 
the processing source (favoring edge computing); there is, however, a fundamental 
tradeoff between processing power and latency/bandwidth. We would expect that for 
highly computationally-intensive use cases, the efficiencies gained by processing in the 
public cloud would overwhelm latency/bandwidth concerns; conversely, for highly 
data-intensive use cases, the time needed to upload to the public cloud would 
overwhelm the benefits gained by more powerful public cloud computing resources. 

 

Exhibit 13: Some workloads will continue to be most effectively run in the public cloud; some are more suitable for edge computing 
Workloads for public cloud vs. edge computing 

 
 

Source: Goldman Sachs Global Investment Research
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In a 2013 Carnegie Mellon University paper (The Impact of Mobile Multimedia 

Applications on Data Center Consolidation)1, the researchers experimented, using 
real-world use cases, with the balance between consolidated public cloud compute 
resources against latency-sensitive and resource-intensive applications. While on 
campus in Pittsburgh, Pennsylvania, the researchers tested six distinct use cases (facial 
recognition, speech recognition, object & pose identification, augmented reality, and a 
physics simulation) that would potentially be suitable for edge computing on six different 
types of infrastructure, ranging from mobile to edge to public cloud, to test the total 
performance, including processing and transmission.   

 

1 https://www.cs.cmu.edu/~satya/docdir/ha-ic2e2013.pdf 
Satyanarayanan, Mahadev, Carnegie Mellon University, et al. “The Impact of Mobile Multimedia 

Applications on Data Center Consolidation.” 2013 IEEE International Conference on Cloud Engineering (IC2E), 
2013, doi:10.1109/ic2e.2013.17.

 

Exhibit 14: The Carnegie Mellon paper evaluated six different types of use cases… 
Carnegie Mellon paper use cases 

 

1KB = 1,024 bytes 
 

Source: Carnegie Mellon University
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For the first use case, facial recognition, the researchers tested the ability of the system 
to process images that may have known faces, unknown faces, or no faces at all; for the 
images with faces, the system attempts to identify the face based on a database of 
faces. We note that training of the models were completed ahead of time, with the test 
measuring only the length of time needed to perform the recognition task on a 
pre-trained system. 

Overall, the mobile device fared poorly: while it performed well, with tolerable response 
times, on single large recognizable faces, in cases where the image contained only 
small faces, the mobile device took upwards of 4 seconds to return the result. These 
types of images, which require higher levels of processing, lead to a heavy tail for the 
mobile device. By contrast, humans generally take just 370 milliseconds for the fastest 
responses to familiar faces to 620 milliseconds for the slowest response to an 
unfamiliar face; humans take under 700 milliseconds to determine that a scene contains 
no faces. 

The edge computing device performed the best, with a response time of under 200 
milliseconds for 66% of the images, and a worst-case response time of 1,500 
milliseconds. This outperformed the cloud, with AWS US-East’s best response times in 
the 250-300 millisecond range; 66% of the images were processed under 360 
milliseconds. We note that for images, the data transfer costs (in terms of time) are 
likely high, leading to the relatively poor performance of the public cloud relative to the 
edge server. For this use case, as well as the others, the other AWS regions followed 

 

Exhibit 15: …across six separate infrastructure types (four AWS locations) 
Carnegie Mellon paper infrastructure types 

 

VMM = virtual machine monitor 
 

Source: Carnegie Mellon University
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generally similar distributions of results, plus an additional fixed latency for the further 
geographic distance. 

 

For the second use case, speech recognition, the researchers tested the ability of the 
system to extract text from a digital audio recording of a single English sentence. Similar 
to image recognition, speech recognition requires significant processing; however, in 
contrast with images, the data transfer costs of audio tend to be dramatically lower. 
Effectively, speech recognition incurs a lower “cost” for offloading the processing to the 
cloud. As a result, the response time is dominated by processing time versus data 
transfer time – this dynamic favors leveraging the computational prowess of the public 
cloud (please see our note TAC today and “talk” tomorrow for our views on voice search 
potentially upending over $150bn in search spending over the next 10 years). 

The data therefore show that for speech recognition, offloading to the closest AWS 
region (in this case, AWS US-East, from Pittsburg) is the most efficient infrastructure, as 
the faster processing in the cloud outstrips the (relatively minor) latency penalty needed 
to upload the audio to the cloud. The edge server lagged AWS US-East in all but the 
easiest audio clips, although it generally compared favorably relative to the next closes 
AWS region (US-West) in all but the toughest audio clips. The researchers noted, 
however, that when they replaced the edge server with a more powerful version (i.e. an 
Intel i-3770 desktop), the edge server was superior to AWS US-East. 

Processing purely on a mobile device, without the support of an edge server or the 
public cloud) is untenable for speech recognition: although 23% of the audio samples 

 

Exhibit 16: Facial recognition: edge server is faster than public cloud, given the high data transfer costs 
Cumulative probability of response time (ms) 
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could be processed nearly instantly (<50 milliseconds), processing times for audio on a 
mobile device has an enormous right tail, with the worst-case scenario taking more than 
5,000 milliseconds. 

 

Object and pose identification was the most computationally intensive use case tested, 
and as would be expected, this tilts the scales more in favor of the public cloud. In fact, 
the processing load is so high that it overwhelms even the relatively robust AWS 
X-Large Instance, with 20 Compute Units (8 virtual cores). The best-case for the AWS 
instance was ~1,000 milliseconds (i.e. 1 second), with the 50th percentile taking roughly 
~2,000 milliseconds (2 seconds). The researchers noted that to decrease response 
times to real-world acceptable levels, more than a single VM was likely required, 
potentially in conjunction with specialized hardware (e.g. GPUs) to expedite critical 
routines. 

The inferior processing capabilities of the edge server led to it performing worse than all 
of the AWS regions, including the Asia region, demonstrating the high relative 
importance of computational power versus latency and bandwidth for this object and 
pose identification use case. Similar to speech recognition, however, when the 
researchers changed the edge server to the more powerful version (the Intel i-3770 
desktop), the edge server was superior to AWS US-East, with 50% of the trials 
completed in 200 milliseconds or less. 

 

Exhibit 17: Speech recognition: public cloud is faster than the edge server, given the relatively low data transfer costs 
Cumulative probability of response time (ms) 
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Processing on a mobile device for object and pose identification was completely 
ineffective, with the best-case taking over 2,000 milliseconds; 5% of the trials took over 
10,000 milliseconds (i.e. 10+ seconds). 

 

In the researchers’ augmented reality use case, computer vision is leveraged to overlay 
timely and relevant information on top of a live view of a scene – for instance, street 
names, restaurant ratings, or directional arrows overlaid on top of a scene capture by a 
smartphone camera. In terms of the type of resources required, augmented reality is 
effectively the inverse of object and pose identification: processing costs are modest, 
with a low-cost feature extraction algorithm coupled with an efficient nearest-neighbor 
algorithm to match features in a database (constrained by GPS coordinates). While data 
transfer costs are high, as the image stream from the camera needs to be continually 
uploaded – this combination of requirements favors the edge server versus the public 
cloud. 

As expected, local processing resources performed better, with the edge server 
generally completing the task in fewer than 100 milliseconds – demonstrating its 
suitability to provide crisp augmented reality interactions. The mobile device also 
generally performed well, besting the AWS EC2 instance in most cases, which took 
250-300 milliseconds to complete the task – too slow for this augmented reality use 
case, given the need for data transfer to the public cloud. For additional details on AR 
and VR, please see our recent Profiles in Innovation report on Extended Reality. 

 

Exhibit 18: Object and pose identification: extremely computationally-intensive, so public cloud performs the best 
Cumulative probability of response time (ms) 
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The final use case tested was a physics demonstration – simulating a fluid with which 
the user can react (e.g. a glass of water that can be moved by tilting the smartphone 
screen), with the response time defined as the time between the sensing of the user 
action (accelerometer reading) to the time that the output is reflected (water movement 
on the smartphone screen). The researchers noted that this process reflected three 
distinct steps: the network latency, the simulation and computation step, as well as the 
data transfer time needed to receive a frame from the simulation thread. 

Although the mobile device has effectively zero network latency and data transfer time 
(as computation is local), its limited computational capacity results in the inability to 
execute the simulation quickly enough to produce a real-time simulation, with an 
appropriate frame rate (the researchers note that fluid motions on the mobile device 
were just one-fifth of realistic speeds). At the other extreme, public cloud infrastructure 
in distant geographies, though more than capable of producing real-time simulations, 
cannot deliver the results quickly enough due to network latency and data transfer time. 
As a result of the balance of capabilities required for this specific use case, only the 
edge server and AWS US-East were able to perform the simulation in real-time, with the 
appropriate frame rate. 

 

Exhibit 19: Augmented reality: local devices are superior, given low processing costs and high data transfer costs 
Cumulative probability of response time (ms) 
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In general across the various use cases, the mobile device itself performed poorly, 
emphasizing the need to offload compute to either an edge server or the public cloud. 
Of the five use cases tested, three performed best on the edge server, while two were 
most suitable for the public cloud. 

 

Exhibit 20: Physics simulation: moderate computational and data transfer costs; both edge servers and public cloud perform well 
Cumulative probability of response time (ms) 
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Exhibit 21: Summary of use cases and performance 

 
 

Source: Carnegie Mellon University, Goldman Sachs Global Investment Research
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Exhibit 22: Summary of use cases and performance: edge vs. AWS (object recognition use case excluded) 
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We also plot the results on the framework introduced earlier. As we noted earlier, 
although the edge server does not feature the near-limitless compute capacity of the 
public cloud, it does vastly outperform the mobile device, and importantly, it is physically 
near the source of data generation and able to deliver near-instantaneous results. Edge 
servers will therefore be the optimal vehicle for compute for use cases where the 
computational intensity is not excessive and the data transfer costs (in terms of latency 
needs or bandwidth requirements) are high; conversely (and complementarily), the 
public cloud will be leveraged for use cases where sheer computational capacity is 
required and where there are low data transfer costs (e.g. latency is not important and 
the use case is not bandwidth-intensive). 

 

Exhibit 23: The best compute vehicle depends on both the use case’s computation intensity and its data transfer costs 

 
 

Source: Carnegie Mellon University
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Killer apps for edge computing 
 
 

Autonomous cars & trucks 
We believe real-time processing via an onboard edge server is critical to the safe 
operation of an autonomous vehicle, for both the passengers as well as the general 
public; an autonomous vehicle cannot afford the latency required to access the public 
cloud, as any delays in reaction speed could be potentially catastrophic. For this use 
case, analyzing the data in real-time – a task that can only be accomplished by an edge 
server – is critical to maintaining the vehicle’s safety, efficient, and performance. We 
estimate that the market opportunity for autonomous vehicles will reach $100bn by 
2025, and we believe that edge computing will be a key capability required by 
autonomous vehicles. 

We noted previously that IaaS vendors have, at a minimum, 63ms of latency, or 126ms 
round-trip (and this does not include any compute or processing time). However, with 
just 63ms of latency, an autonomous car traveling 45mph would travel 8ft in the time 
that it takes to communicate with the public cloud – not counting image 
recognition/analysis time, time to process the algorithm, and braking distance, all of 
which would add incremental distance. 

 

 

Exhibit 24: 63ms of latency is unacceptable for many use cases, including autonomous cars 
With 63ms of latency, a 45mph car would travel 8ft 

 
 

Source: Goldman Sachs Global Investment Research
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We note that this case would represent a theoretical best-case distance, as it does not 
factor in image recognition/analysis time, time to process the algorithm, and braking 
distance. As a result, we believe that autonomous cars will require processing and 
computing at the edge in order to maximize safety by minimizing latency; the public 
cloud will simply be too distant to achieve the performance required to control an 
autonomous car. 

In terms of operating the vehicle, former Intel CEO Brian Krzanich estimates that one 
average connected autonomous car will generate 4,000 gigabytes of data per hour, 
given the plethora of onboard sensors (GPS, cameras/video, radar, LIDAR, ultrasonic) 
recording telematics, resulting in “each car driving on the road [generating] about as 
much data as about 3,000 people,” Krzanich notes. In addition to data generation, 
autonomous vehicles will also be vociferous data consumers, as maps used by the 
vehicle will need to be accurate down to the inch and be continuously updated to 
account for construction and road hazards. 

In addition to operating the vehicle, the onboard edge server can provide maintenance 
and analytics to monitor the operational health of key components without the need to 
stream the data to public cloud. For instance, log data from consumable components 
(e.g. brakes, fluids, tires, and batteries) would be ingested and analyzed by the onboard 
edge server. Key data could then be filtered out and uploaded to the public cloud for 
recommended actions, aggregation, and analysis across the entire fleet of vehicles, 
helping the operator track key performance metrics that impact business value. 

Extended reality (AR/VR): Is ‘edge’ the sweet spot between latency and 
form factor?  
Augmented and virtual reality use cases require large amounts of processing power; 
however, users are heavily sensitive to latency, precluding AR/VR from leveraging public 
cloud given the networking capabilities available today. We estimate that the market 
opportunity for AR/VR will reach $107bn by 2025. 

The case against public cloud: A common roadblock cited in adoption of VR technology 
is “simulator sickness” – the nauseating effects that stem from the prolonged use of a 
VR headset – and technologists have come to the conclusion that this is in part due to 
the lag between a user’s movement, and what is rendered on the screen. If a head 
rotates left, the VR headset must render a new image based on the orientation of the 
user’s field of view to reflect what exists to the user’s left in the virtual world, which 
changes with every movement. Latency is one of the determining factors driving the 
frequency at which the image can be refreshed and delivered to the user, thus 
determining the responsiveness of the device. 

For example, assuming a user rotates their head at a rate of ~90 degrees per second 
(i.e. one full revolution every 4 seconds), a latency of 100ms would mean that by the 
time the headset registered the movement and produced the image, the user’s gaze 
would have changed by 9 degrees, resulting in an image that is slightly “off” compared 
to what the brain would naturally expect, thus inducing a feeling of dizziness. 
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Typical PC games on average generally have a latency of ~50ms from mouse movement 
to screen update, however technical papers published by academics indicate that due to 
the unique requirements of VR, 15ms may be the threshold for truly immersive 
experiences. Considering only 50% of AR responses fell under ~275ms in the Carnegie 
Mellon study for AWS-US East (a comparable, but not identical use case), we generally 
do not believe that streamed VR experiences from public cloud are likely to be the 
solution in the near term. In contrast, Oculus claims to have achieved a 60-80ms 
average latency for its Rift headset, where the compute resources are located on a 
tethered PC. 

The case for edge: The same Carnegie Mellon study cited earlier demonstrated that 
edge-servers could deliver end-to-end response for Augmented Reality of <100ms, 75% 
of the time, and while we would expect PCs remain the primary mode of compute for 
the time being, we could see use cases develop for the use of edge servers if this 
latency can be improved over time (i.e. through 5G), particularly where device-level 
compute is too difficult to achieve in a form factor that meets the needs of the user. For 
instance, by eliminating the need for a powerful on-board processing unit, lighter, more 
compact form factors could be achieved for products such as AR glasses, or wireless VR 
headsets. 

Digital oilfields 
Edge computing is slated to play an increasingly vital role in oil and gas exploration, 
given the remote locations in which the industry operates.   

Increased productivity: For exploration wells, using real-time processing can help n

to maximize drills’ output while minimizing energy consumption. Drills operating in 
remote locations, oftentimes several miles underground, can generate gigabytes of 
geological data in real-time (Cisco estimates that a typical offshore oil platform 
generates 1-2 TB of data per day, or ~1 GB every second). While much of this 
valuable captured data can be leveraged to update models of the Earth’s internal 
structure and layers, the difficulty lies in processing and analyzing the data in 

 

Exhibit 25: XR is heavily sensitive to latency 
Images are rendered too slowly for true real-time movement 

 
 

Source: Goldman Sachs Global Investment Research
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real-time, as the data becomes stale quickly. Teams operating in the field need to 
make instant decisions about the next best course of action – should the drill 
continue, change direction, drill horizontally, or stop? Although manual analysis and 
manual adjustments are potentially feasible, given the need to drive real-time 
decisions from large data sets, for maximum efficiency, data from sensors would 
ideally be automatically processed and deployed to fine-tune equipment rather than 
incorporate additional latency from manual processes. Edge computing at the point 
of data collection (i.e. on the oil platform) would be critical to driving real-time 
insights and recommendations from data generated by oil platform equipment. 

Systems uptime: Apache Corporation, a petroleum and natural gas exploration and n

production company, estimates that downtime can cost up to $1mn per hour, or 
$16,000 per minute. Equipment difficulties can be spotted (or predicted) much 
faster, minimizing the expensive downtime. 

Lower costs: Drilling frequently occurs in remote locations, with limited (or very n

expensive) satellite connectivity – typically at 64 Kbps to 2 Mbps, implying ~12 days 
to upload a single day’s worth of data from an oil rig. Processing raw data at the 
edge would preclude the need to send data back to a data center or the public 
cloud, which dramatically lowers network and communication expenses. 

IoT enterprises 
We expect edge computing to play a pivotal role in the development of new IoT 
software platforms. As increasing amounts of compute, storage, and analytics 
capabilities are integrated into ever-smaller devices, we expect IoT devices to continue 
to proliferate, and as noted previously, Gartner expects IoT endpoints to grow at a 33% 
CAGR through 2021. In cases where reaction time is the raison d’être of the IoT system, 
the latency associated with sending data to the cloud for processing would eliminate 
the value of the system, necessitating processing at the edge; public cloud could still be 
leveraged where processing is less time sensitive or in instances where the scale and 
sophistication of public cloud need to be brought to bear. Gartner projects $3.4 trillion of 
annual spending on IoT hardware alone by 2021.   

For instance, C3 IoT provides an application platform for enterprises to deploy IoT 
solutions. The company began by targeting energy companies, but has since expanded 
to other industries. Customers include Enel SpA, conEdison, Exelon, PG&E and the U.S. 
Department of State. C3 IoT’s solution monitors real-time and aggregates data from 
connected sensors (e.g. smart meters, thermostats, transformers) to provide predictive 
analytics and performance insights. The company targets data-intensive industries 
where analyzing the data can drive meaningful operational improvements for the 
business. C3 IoT’s software leverages artificial intelligence (AI), so that its algorithms 
become more accurate the more information it is provided. The platform currently 
leverages the public cloud (AWS) and has an open architecture that leverages 3rd party 
libraries/plug-ins. Edge computing, in our view, could serve to accelerate the AI and 
provide more timely recommendations by bringing processing power to the source of 
data generation. 
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The company has also highlighted predictive maintenance as a potential “killer app” for 
IoT due to the cost savings it facilitates. For instance, C3 IoT is deploying its technology 
with Enel (utility company) across smart meters in Europe to drive €261mn in recurring 
cost savings through automation. We believe that edge computing could play a vital role 
by expediting the realization that predictive maintenance is required, rather than 
uploading to and/or batch processing data in the public cloud. 

Public safety (Amber Alerts) 
Video analytics is an example where bandwidth limitations, long latency, and privacy 
concerns converge to favor edge computing over leveraging public cloud. For instance, 
locating a lost child in a city is one potential real-world application of video analytics 
where public cloud limitations would prevent successful deployment. In today’s world, 
urban areas typically have a wide variety of cameras covering large proportions of areas, 
including security, traffic, and vehicle-borne cameras. When a child needs to be located, 
these cameras can be leveraged, as it is likely that the child will be captured on a 
camera at some point. However, the data from these cameras typically is not uploaded 
to the public cloud, in light of both bandwidth and privacy considerations. Even 
excluding these considerations, the ability of even public cloud computing resources to 
analyze the amount of raw data being generated would be overwhelmed, with real-time 
analysis – which would be critical in searching for a missing child – essentially 
impossible. However, with an edge computing paradigm, the request to locate the 
missing child can instead be pushed out to all of the relevant devices: each camera 
would perform the search independently using nearby compute resources. If, and only 
if, the camera registers a positive match would it then upload data to the cloud: by 
distributing the analytics to the small-but-numerous devices in the edge (where the data 
resides), tasks can be quickly and efficiently processed.

  42

Goldman Sachs Cloud Platforms Volume 5



Winners & losers: edge computing could sustain a renaissance in 
on-premise software 

 
 

In our conversations with partners and resellers over the past several months, many 
have noted a generally robust IT spending environment, not just for public cloud but also 
for on-premise and hybrid offerings. Although the move to public cloud continues in 
earnest, enterprises are increasingly confronting the challenges of migrating workloads 
to public cloud and digesting their public cloud spending. As enterprises come to the 
conclusion that their IT paradigm will likely be hybrid for longer than anticipated, with 
servers at the edge to augment public cloud resources, this dynamic is helping drive a 
renaissance in on-premise spending. 

With the initial positive sentiment, elevated expectations, and initial curve of the hype 
cycle of public cloud now past, CIOs are starting to work through the challenging task of 
migrating legacy workloads to public cloud. While one path of moving to public cloud is 
lift & shift, to take full advantage of the scaling and elastic capabilities of public cloud, 
legacy workloads must be refactored – redesigning, rearchitecting, and rebuilding the 
application on a public cloud PaaS in order to use innovative, cloud-native features. 
Unfortunately, refactoring applications can be a difficult and time-consuming process.  

Even in one of the best of cases, Expedia, which is listed by AWS as a case study (and 
was on stage at 2017’s AWS re:Invent conference), has taken 9+ years thus far on their 
journey to move 100% of workloads to AWS from 100% on-premise at their data center 
in Chandler, Arizona. Starting in 2009, Expedia began a massive replatforming effort to 
rewrite every line of their 10 million+ lines of code. Even with this concentrated, 
top-down effort to refactor its base of applications, Expedia estimates that it is still 2-3 
years away from achieving 80% of its applications on AWS, with presumably the most 
challenging 20% of its on-premise applications remaining to be refactored. 

 

 

Exhibit 26: The path to public cloud is more challenging than many originally anticipated 
Moving applications to public cloud is a long and arduous road 

 
 

Source: Goldman Sachs Global Investment Research
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As CIOs begin to operationalize workloads in the public cloud, this has led to “sticker 
shock” for many CIOs: our conversations with public cloud partners also reveal that 
almost every customer that leverages the public cloud has ended up over-consuming 
relative to their original budget and planned spend. Particularly if the application is 
simply lifted & shifted and not refactored (resulting in the application having low 
deployment density, not ensuring maximum utilization of system resources, or 
deallocation/reallocation when idle), public cloud workloads can, in fact, be more 
expensive to run than on-premise. 

As our July 2018 CIO survey (IT Spending Survey: Spending intentions tick down, but 

remain near record highs, 7/9/18) helped to highlight, although the overall trend of a shift 
to public cloud continues, the expectations around the pace of the shift over the last 
year is now expected to be somewhat more gradual then originally estimated by many. 

 

In the near-term, we would expect that edge servers leverage very similar architectures 
as on-premise data centers today, to ensure maximum compatibility between the edge 
server and data center. 

Virtualization: In the near-term, we would expect that virtualization will play a n

critical role with edge servers, much as it has for data centers over the past two 
decades. Virtualization would likely be mandatory for edge servers, allowing multiple 
applications to share a single physical edge server by running inside a virtual 
machine. 

Operating system: Linux continues to be the fastest-growing server operating n

system, with Gartner projections indicating that Linux’s share of the overall market 
will grow from 15% in 2014 to 26% in 2020.    

 

Exhibit 27: The shift to cloud continues, but expectations have been tempered in the past 6-12 months 
GS CIO survey: percentage of workloads in public cloud today (navy) vs. percentage of workloads in public cloud 
in three years (light blue) 
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The role of containers in the edge 
Given that edge nodes will certainly not have the same caliber of compute, memory, 
and storage resources as the public cloud (or an on-premise data center), edge node 
infrastructure software will likely need to be much more efficient and consume fewer 
resources, in addition to being optimized for quick boot-up and resource isolation. As a 
result, we would expect that containers play an increasing role in edge computing, given 
the necessity of wringing out every possible bit of performance from a finite and 
constrained resource like an edge server.  

Traditionally, software virtualization leveraged virtual machines (VMs), which use a 
hypervisor to abstract away the system hardware – via the hypervisor, this allowed 
multiple VMs to run atop a single physical server. Each VM contains its own guest 
operating system (OS), with the applications installed within the guest OS 

Because the VMs are completely isolated and independent from each other, a single 
physical server can be shared among many VMs and many applications, with the VMs 
providing high levels of isolation and security, given that each application runs inside its 
own dedicated environment. However, this architecture necessitates virtualizing a set of 
hardware and running a separate guest OS within each VM: this results in a 
performance penalty, in the form of overhead, which lowers the number of VMs and 
applications that can be run within a single physical server. Additionally, the process of 
spinning up a new VM and starting a new guest OS is not instantaneous, resulting in 
increased latency. 

Containers help to solve the performance overhead issue by implementing a 
lighter-weight type of virtualization. Rather than abstracting the system hardware, 
containers essentially virtualize one level up – the operating system. Containers package 
up the application with the supporting files and runtime (i.e. everything that the 
application needs to run). As a result, multiple containers could theoretically be run atop 
the same host operating system, without the need to virtualize a set of hardware and 
run a guest operating system for each container. Instead, containers are designed to 
isolate (from other containers and from the host OS), a set of processes and resources, 
including compute, memory, and storage resources. 

However, given that VMs are thought to provide superior isolation and security (as they 
virtualize at the hardware level vs. at the operating system level), organizations that 
leverage containers today typically run the containers inside VMs – this provides 
portability and flexibility of containerized applications, reduces overhead, and provides 
the security benefits of VMs. Additionally, management and tooling are much more 
mature for VMs, allowing for a wide range of out-of-the-box capabilities, including 
moving workloads among hosts and live upgrading of software. 

We note that container adoption remains in very early stages, with Gartner survey data 
indicating that just ~40% of survey respondents have deployed any containers in 
production; of these adopters, the median company had just 20 container instances (the 
typical enterprise has thousands of application, each potentially with large numbers of 
instances, depending on the application capacity required). 
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With the rise of containers in edge computing, we would expect that container 
platformswould benefit. 

Public cloud winners 
We believe that longer-term, the winners of a shift towards edge computing will be 1) 
the scaled public cloud vendors and 2) infrastructure software vendors who can 
seamlessly bridge the gap between on-premise and public cloud. Like public cloud 
computing, edge computing requires an efficient software stack that can be deployed in 
a cohesive and scalable fashion, with automation key to ensuring that the multitude of 
edge servers and edge devices are properly maintained, updated, and secured. Without 
a cohesive public cloud and edge cloud solution, there could conceivably be three 
distinct software stacks: one at the edge device, a different one at the edge server and 
data center, and yet another one in the public cloud. With three disjointed software 
stacks comes three different application stacks and three different development teams, 
in addition to the need to integrate among the three. In order to leverage true 
interoperability and elastic scalability, a single software stack that can span the public 
cloud, edge cloud, and edge device is required. 

To support the emerging intelligent cloud, intelligent edge application pattern, a user 
needs a consistent stack across the public cloud and the edge. Merely providing 
colocation services or connectivity between on-premise data centers and the public 
cloud is not sufficient to meet customer needs. Users need consistency across the 
development environment, operating models and technology stacks.

 

Exhibit 28: Edge servers could use lightweight containers to run applications 
Virtualization vs. virtualization + containers vs. containers on bare metal 

 
 

Source: Goldman Sachs Global Investment Research
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Rating Distribution Investment Banking Relationships

Buy Hold Sell Buy Hold Sell

Global 35% 54% 11% 64% 57% 55%
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Buy (B), Neutral (N), Sell (S) -Analysts recommend stocks as Buys or Sells for inclusion on various regional Investment Lists. Being assigned a Buy or
Sell on an Investment List is determined by a stock’s total return potential relative to its coverage. Any stock not assigned as a Buy or a Sell on an
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